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SUMMARY

Explicit formulas for asymptotically normal distributions of three random variables
involving determinants of sums of squares and products matrices for error, hypothesis
and "total” and the determinant of the matrix 02X in the multinormal Gauss-Markoff
model with the covariance matrix 2% ® V are given. By applying these results the
asymptotically normal confidence intervals for |0‘2E, on the basis of three sums of
squares and products matrices are presented.
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1. Multivariate Gauss-Markoff model and notation
Let us consider a multivariate Gauss-Markoff (MGM) model of the form

(U,XB,0?’EZ @ V), (1.1)

where
E(U) = XB (1.2)

is the expected value of the n X p random matrix U and
Cov(U) =o’TQV
is the covariance matrix of U. Let us assume that
U ~N, ,(XB,0?E ® V),

where Ny, , determines multivariate distribution with a p X p unknown matrix > 0
an n X n matrix V > 0, and a scalar 02 > 0.
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Following Rao (1973) we introduce an 1 x n matrix
T =V + XMX'
where M = M’ is such that the range of X, R(X), is contained in R(T), i.e. R(X) C

R(T).
It is known (Rao, 1973) that

v X1 _[c
X 0 I o o I

where
C = T -T X(XT X) X'T, (1.3)
Cy = Cp=(XT X)"XT", (1.4
C, = (X'T°X)"—M. (1.5)

The symbol A~ denotes here a g-inverse of the matrix A, i.e. such a matrix A~ that
AA A=A

For (1.1) the error sums of squares and products (SSP) matrix S, takes the form
S, = U'C,U (1.6)

with
v = r(ViX)}—r(X) (L7

degrees of freedom; the symbol (V:X) denotes here the matrix involving two subma-
trices V and X.

If we put in (1.1) V =1, and ¢? = 1, where I, is a n X n unit matrix, we get
the standard multivariate model of the form

(U,XB,X®1I,). (1.8)
The function (Johnson and Kotz, 1992, p.7)

#o) =52 (L9)

is called the digamma function or the psi function and the function

¥'(z) = - p(@) (110)

is called the trigamma function. The tables of the digamma and trigamma functions
are contained in Davis (1933) and Janke et al. (1968, p.58).
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2. Expected value and variance of logarithm of the chi-square
variate

The expected value and variance of logarithm of the chi-square variate are equal to
B(inyx®) =2+ (5) (2.1)

and
var(In x?) = ¢/ (%) (2.2)

respectively, where v is the number of degrees of freedom while ¢ and %’ are given in
(1.9) and (1.10).

3. Asymptotically normal distribution in a multivariate model

The determinant of a matrix A is denoted as |A|. Let us consider the multinormal
Gauss-Markoff model. Then it is known (Oktaba and Kieloch, 1993) that,

S. = U'C1U ~ W, (v, 0%E), (3.1)

where v is as in (1.7), while W, denotes the Wishart distribution. Moreover, if the
hypothesis Hy : KB = ¢ is true, then the corresponding SSP matrix is

Sy = (KB — ¢) L™ (KB — ¢) ~W, vy, 025) (3.2)
and the total SSP matrix is
Sy =Sy +S. ~ W, (1y,0°%), (3.3)

where L = KC4K', B = C3U, vy = r(L) and vy = v, +vy.
It is known (Oktaba, 1995a) that if S ~W),(v, £), then

1S,

~Z 2 2 3.4)
|2| r (

is distributed as the product of p mutually independent random variables 2y, 23, ..., 2p
each distributed as x? with v,v — 1,...,v — p+ 1 degrees of freedom, respectively.
From (3.4) we get

sl .« 2
In 53] ~ Z Inz; where z; ~X;_; ;. (3.5)
Jj=1
Olsen (1938) considered the distribution of variate In X, when X has standard gamma
distribution, and in particular has chi-square distribution. Approximating of the
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distribution of the variate In z; by the normal distribution (Johnson and Kotz, 1970,
p.181,196) with the expected value (cf.(2.1))

1 :E]nzj:’w(—lf—:;—ﬂ>+ln2, 71=12,...p, (3.6)
and the variance (cf.(2.2))
v—j+1
0% =/ (+> , (3.7)
gives | |
S
where

o= Zu, p1n2+zzb( 7“), (3.9)
: ;o; B ;w' (”—‘;—ﬂ) (3.10)

and AN (i1, 0?) denotes the asymptotically normal distribution with mean y and vari-
2
ance o°.

4. Asymptotically normal distributions in MGM model with
singular covariance matrix

We are interested in asymptotically normal distribution of sum of logarithms of p
mutually independent variates distributed as chi-square with viv—1,.,v—p+1
degrees of freedom (cf. (3.4)).

THEOREM 4.1. In the multivariate model of the form (1.1) under condition v, —
00, (Ve > p) we have

S,
n ]<|72213| Zlnxu i1 ~ AN (g, 02), (4.1) ‘
where »
—7+1
uezplnﬂqu(&_gﬁ_), (4.2)
Jj=1
2_p ,(Ve—J+1 4.3)
O’e = Jz_:l’lﬁ ——2— . ( <0
Proof. 1t is known (Oktaba, 1995b) that
Sl _ T
028 — HCj: (44)
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where (; are mutually independent variates distributed as chi-square with v, v —
1,...,v—p+1 degrees of freedom, respectively. Moreover (cf. (3.1)) Se ~ W, (ve,02%)
in the MGM model of the form (1.1), where S, and v, are as in (1.6) and (1.7), respec-
tively. In spite of (4.4), (3.5) and the procedure giving (3.5)-(3.10) and the definition
of Wishart distribution we get (4.2). It is sufficient to substitute v, and 02X instead
of v and X respectively in relations (3.8), (3.9) and (3.10). O

THEOREM 4.2. In the multivariate model of the form (1.1) under condition vy —
00, (Vg > p) we have

ISk a
]o2z|| =2 Xy ~ AN (ua, o), (4.5)

j=1

In

where

2 Vi —j+1
;LH:pan—i—Zw(T), (4.6)

j=1

o= ¢ (Viiz—j—j—l> : (4.7)

i=t
and Sy is as in (3.2).
Proof is analogous to the proof of the Theorem 4.1.

THEOREM 4.3. In the multivariate model of the form (1.1) under condition v, —
00, (vy > p) we have

S P
In Ir|7213‘3|| = Inx2 ;4 ~ AN(y,02), (4.8)
j=1
where
d v, —j+1
uy:pln2+zw(yT), (4.9)
j=1

d=>v (2=4E), (4.10)

Jj=1
and Sy is as in (3.3) and v, = v, +vy.

Proof is analogous to the proof of the Theorem 4.1.
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5. Approximate confidence intervals for generalized variance

THEOREM 5.1. Asymptotically normal (1—«) confidence interval for the determinant
|0?%] in the MGM model (1.1) under v, — oo, (Ve > p) is of the form

P{—L5|022|g——ﬁi—~}z1—a, (5.1)
exp(lte + Oclln) exp(lle + Oclia)

where Se, j1, and 02 are as in (1.6), ({.2) and (4.3), respectively, u(l— %) is the
value of the variate U with standard normal distribution N(0,1) such that

P{—u(l—%)<u<u(1—%)}:l—a. (5.2)

Proof. In virtue of (4.1) we have directly

P{——ua<ge—ue <ua}'-1—a, (5.3)
O,
where IS |
e =In 5. 5.4
U, In ]022| ( }

From (5.3) we get immediately (5.1). O

The remaining two asymptotically normal confidence intervals for IU2Zi we ob-
tain by using 1) Sg, pg, oy and 2) Sy, pu,,0, (cf. (4.6), (4.7),(4.9),(4.10)). It is
enough to substitute symbols S,, ., 0. as in (5.1) by 1° Spr, gy, o5 and 2° Sy, by, 0y,
respectively. '
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Rozkiady asymptotyczne normalne w wielowymiarowym modelu
Gaussa-Markowa

STRESZCZENIE

W wielowymiarowym modelu Gaussa-Markowa z macierza kowariancji 0?2 @ V po-
dano jawne wzory na asymptotycznie normalne rozklady trzech zmiennych losowych
zawierajacych wyznaczniki macierzy sum kwadratéw i iloczynéw dla biedu, hipotezy i
zmiennoéci catkowitej oraz wyznacznik macierzy 02%. Korzystajac z tych rezultatéw
przedstawiono asymptotycznie normalne przedzialy ufnoéci dla |0'22l bazujace na
trzech macierzach sum kwadratéw i iloczynéw.

SLOWA KLUCZOWE: funkcje digamma i trigamma, wielowymiarowa funkcja gamma,
stala Eulera, standardowy wielowymiarowy rozklad normalny, asymptotyczna nor-
malnoéé, wyznacznik, przedzial ufnoéci, rozklad Wisharta



